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Abstract:

Developing research computing workflows often demands significant understanding of DevOps
tooling and related software design patterns, requiring researchers to spend time learning skills
that are often outside of the scope of their domain expertise. Tapis Workflows API, which is a
production-grade service, provides researchers with a tool that simplifies the creation of their
workflows. It simplifies the creation of workflows by abstracting away the complexities of the
underlying technologies behind a user-friendly API that integrates with HPC resources available
at any institution with a Tapis deployment. It offers users the ability to design and automate
workflows in which they can build container images, run scientific computing jobs, and trigger
subsequent workflow tasks on independent systems with webhook notifications as shown in
figure below.

This tutorial will explain how to effectively create scientific workflows leveraging the NSF-funded
Tapis v3 platform, an Application Program Interface (API) for distributed computation. Using
techniques covered in the tutorial, attendees will be able to easily automate and validate their
CI/CD pipelines for scientific computing applications. We will include several hands-on exercises
that will allow attendees to build an automated CI/CD pipeline for a large scientific application.
This workflow can be seamlessly moved to different execution environments, including a small
virtual machine and a national-scale supercomputer.

Description and Format

We will set up a TACC project for all the registered attendees, which will have access to
allocations on HPC resources such as TACC’s Stampede2 supercomputers. Attendees will use
their own TACC accounts, and they can register for a new account in a few minutes before the
workshop. Course material including the slides and hands-on exercises for the tutorial will be
published on Github pages and will remain available to the attendees during and after the
tutorial.
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Fig: Tapis Workflows architecture

Introduction to CI/CD for HPC codes and Tapis will include theoretical concepts followed by
simple hands-on-exercises. Attendees will be able to run exercises in Jupyter Notebooks and
TapisUI, a serverless interactive science gateway that runs entirely on GitHub pages to interact
with different Tapis services. A pre-computed example Jupyter notebook, containing a
description of building and running the scientific workflows will be available in case of internet
outage. The tutorial will have a good mix of presentation and hands-on exercises for the
attendees to learn and implement their scientific computing workflows. We will have enough
proctors throughout the session, who will help attendees throughout the tutorial. Proposed
tutorial schedule is as follows:

Time Block Topics

50 min 1 Introduction to Tapis and Workflows for CI/CD
Tapis Resource Creation: Systems, Apps and
Jobs

30 min 1 Introduction to CI/CD for HPC codes

10 min 1 Image build with Workflows using TapisUI

10 min Break

15 min 2 Image build with Workflows

50 min 2 Automating Validation Steps Within CI/CD
Workflows using TapisUI

15 min 2 Use cases and Q/A discussion

Tutorial Duration: 3 hours




Learning Outcomes:

By the end of this workshop attendees will be able to:
e Create pipelines that define workflows for a real-world scientific use-case.
e Have a basic understanding of Docker containers in relation to computational research.
e Use Tapis to access HPC storage and compute resources in a programmatic and
reproducible way.
e Utilize Tapis Ul to interact with Tapis services.

Target Audien
The audience for this workshop fits into three categories:

1) Researchers that utilize national, campus and local cyberinfrastructure resources and wish to
do so in a reproducible, scalable and programmable manner.

2) Cyberinfrastructure specialists such as research software engineers (RSE), gateway
providers/developers and infrastructure administrators. People in these roles can utilize open
source technologies and state-of-the-art techniques to enable portable, reproducible
computation.

3) Cyberinfrastructure directors, managers and facilitators that are looking for solutions to aid

and educate their institutional researchers in order to better leverage local and distributed
computational and cyberinfrastructure resources.

Content Level

Beginner 70%, Intermediate 30%

Audience Prerequisites

Attendees will be required to create a TACC account. They should have DockerHub and GitHub
accounts. Attendees must use their own laptop for the hands-on part of the tutorial.
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Resources

1) Tapis Project: https://tapis-project.org
2) Tapis v3 documentation: https://tapis.readthedocs.io/en/latest/

3) Tapis Slack http://bit.ly/join-tapis
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